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ABSTRACT

Neo-adjuvant chemotherapy (NAC) is the treatment of choice in patients with locally advanced breast cancer
to reduce tumor burden, and potentially enable breast conservation. Response to treatment is assessed by
histopathology from surgical specimen, a pathological complete response (pCR), or a minimal residual disease
are associated with an improved disease-free, and overall survival. Early identification of non-responders is crucial
as these patients might require different, or more aggressive treatment. Multi-parametric magnetic resonance
imaging (mpMRI) using different morphological and functional MRI parameters such as T2-weighted, dynamic
contrast-enhanced (DCE) MRI, and diffusion weighted imaging (DWI) has emerged as the method of choice
for the early response assessments to NAC. Although, mpMRI is superior to conventional mammography for
predicting treatment response, and evaluating residual disease, yet there is still room for improvement. In
the past decade, the field of medical imaging analysis has grown exponentially, with an increased numbers of
pattern recognition tools, and an increase in data sizes. These advances have heralded the field of radiomics.
Radiomics allows the high-throughput extraction of the quantitative features that result in the conversion of
images into mineable data, and the subsequent analysis of the data for an improved decision support with
response monitoring during NAC being no exception. In this paper, we determine the importance and ranking
of the extracted parameters from mpMRI using T2-weighted, DCE, and DWTI for prediction of pCR and patient
outcomes with respect to metastases and disease-specific death.
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1. INTRODUCTION

In recent years, neo-adjuvant chemotherapy (NAC) is widely used in patients with locally advanced breast
cancer (LABC) offering several advantages such as reduction of tumor, and enabling breast-conservation surgery
instead of mastectomy as well as response-guided NAC approaches.! In patients undergoing neo-adjuvant
chemotherapy for breast cancer, the achievement of a pathological complete response (pCR) is associated with a
significantly improved disease-free, and overall survival.* " However, a pCR is achieved in only 30% of the patients
after the completion of NAC, and clinical studies have shown that the therapeutic outcome can be improved
after the treatment modifications during the NAC. Therefore, accurate means to predict treatment response as
early as possible are desirable to identify women who do not benefit from cytotoxic therapy. Several studies have
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demonstrated that dynamic contrast-enhanced (DCE) MRI is the most sensitive method for the assessment,
and prediction of treatment response.®®%? In addition, it has been demonstrated that multi-parametric MRI
(mpMRI) using morphological as well as additional functional parameters such as diffusion-weighted imaging
(DWI) has potential for an improved prediction of treatment response.

In the past decade, the field of medical image analysis has grown exponentially, with an increased numbers of
pattern recognition'® tools, and an increase in data set sizes. These advances have facilitated the development
of processes for high-throughput extraction of quantitative features that result in the conversion of images into
mineable data, and the subsequent analysis of these data for decision support. This emerging field in medical
research is termed radiomics.!! O’Flynn et al.'?> have recently shown that machine learning algorithms such
as linear discriminant analysis along with statistical methods based on multi-parametric MRI features such as
enhancement fraction, tumor volume, initial area under the gadolinium curve, and also maco-kinetic parameters
such as Kirqns and K., can be employed to predict patients in terms of responders and non-responders to
NAC. However, it should be noted that they have employed only seven features along with one machine learning
algorithm based on thirty-two patients.

The aim of this study was to assess radiomics with multi-parametric MRI using, T2-weighted, DCE with
pharmako-kinetic modeling MRI, apparent diffusion coefficient (ADC) with DWT for the early prediction of pCR
in breast cancer patients undergoing neo-adjuvant chemotherapy.b

2. MR IMAGING ACQUISITION & FEATURE EXTRACTION

In this IRB approved prospective study, forty-one women (median age 50 years; range 25-80 years) with biopsy-
proven breast cancer scheduled for neo-adjuvant chemotherapy were included and underwent multi-parametric
MRI with T2-weighted, DCE-MRI, and DWI study. Breast MRI was performed prior to and after two cycles of
NAC, and pCR was assessed after surgery.

Figure 1. An illustration of complete imaging and pathological response after two cycles of neo-adjuvant chemotherapy.

Figure 1 illustrates a breast scan of a 65 years old patient with multi-centric breast cancer and index lesion
left breast retroareolar medial (invasive ductal carcinoma grade 3, triple negative molecular subtype: estrogen
receptor/ progesterone receptor/ human epidermal growth factor receptor 2 negative, ki67 90%): complete
imaging and pathological response after two cycles of neo-adjuvant chemotherapy.

For each lesion a total number of 14 features were extracted ranging from morphological, quantitative kinetic,
and ADC parameters. Table 1 presents the list of the features extracted in this study from the mpMRI including:
T2-weighted: hyper-, hypo-, and isointense, presence of peritumoral edema, size: diameters in all three planes
in millimeters, mass shape in terms of round, oval, and irregular, mass margins: circumscribed, irregular, and
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Table 1. Features extracted from mpMRI using morphological, and functional imaging.

1. AP Diameter (mm) 8. Mass Internal EH
2. RL Diameter (mm) 9. MTT (Sec)
3. CC Diameter (mm) 10. DCE Plasma Flow (ml/min)
4. T2 Signal Intensity 11. Distribution Volume (ml/100ml)
5. T2 Peritumoral Edema || 12. ADC (Min)
6. Mass Shape 13. ADC (Max)
7. Mass Margins 14. ADC (Mean)
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Figure 2. Correlation matrix plot of the extracted features.

spiculated: mass internal enhancement characteristics: homogeneous, heterogeneous, rim enhancement, dark
internal spatations: quantitative enhancement kinetics: mean transit time (MTT) in seconds, plasma flow
(ml/min), distribution volume (ml/100 mls), and ADC min, max, and mean. Figure 2 depicts the correlation
matrix of the extracted features with color bar which highlights the probability of the correlation of each of
the extracted features with each other. It is clear that the diagonal has the probability of one. In this plot, to
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illustrate the correlation matrix, the pie method was employed. Positive correlations are displayed in blue and
negative correlations in red color. Color intensity and the size of the pie slices are proportional to the correlation
coefficients. As shown, as the pie slice is getting bigger, it means the features are more correlated which can be
both positive or negative. For example, the mean value of ADC is correlated with the minimum and maximum
values of ADC which was expected. The other point which was expected is the correlation of the distribution
volume with the diameters AP, RL, and CC.

3. MACHINE LEARNING METHODS

A machine learning method is aimed to construct a classification model that maps each feature set x to one of
the class label y. In this paper, four linear classification algorithms including: 1- Linear Support Vector Machine
(SVM),'3 2- Linear Discriminant Analysis (LDA),'* 3- Logistic Regression (LR),'® 4- Stochastic Gradient Descent
(SGD),!¢ and an ensemble algorithm 5- Random Forests (RF)'7 were employed. The classifiers were applied to
the extracted features set to predict three principal class labels. Figure 3 presents a schematic illustration of a
linear, and an ensemble classifier.

(a) (b)
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Figure 3. Schematic illustration of (a) a linear classifier, and (b) an ensemble classifier. (a) presents the classification of
a binary data using linear support vector machine with maximum margin p via assigning a weight vector w to the data.
However, (b) depicts random forest classifier which subsets D; were randomly sampled from the data D and trees T; were
constructed, respectively. The final prediction would be based on the tree T™.

The first class label in prediction was the residual cancer burden (RCB) score which describes the presence,
and amount of residual cancer after NAC. In terms of RCB score, a patient could be classified as a complete
response after treatment without no cancer cells, or be classified into different categories based on the number
of cancer cells found after the treatment.'®

In this study for the RCB score prediction, the patients were classified as complete or incomplete responses.
The second class label was the recurrence free survival (RFS) classified by the development of the distant
metastases. In this study, the patients also were classified into metastatic and non-metastatic categories. Finally,
the third class label was disease-specific death (DSS). In this regard, the patients were classified into two classes
based on the death and non-death outcomes after the chemotherapy.
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Algorithm 1: Recursive Feature Elimination incorporating k-Folds Cross-Validation
Input: Data D, Number of folds &
Output: Optimum Number of Features ONF , Variable Ranking R, Cross-Validation Accuracy Acc
1 Partition the data D into k subsets {D, ..., Dy};
2 forie {1,...,k} do
3 Si — D - Di;
4 Train the model with S; data;
5 Test the model on D; data;
6
7
8
9

Calculate the classification accuracy Acc; for subset D;;
Calculate the variable importance R;;
Determine the optimum number of features ON F';

end

- Sk Ace; . .
10 Acc <~ ==—— Cross-Validation Accuracy;
11 Determine the optimum list of features incorporating their ranking;

Each method employs a specific learning algorithm to build the best model which fits the input data, and
predicts the class labels correctly. SVM is a classifier that finds a hyperplane based on maximal margin rule
to separate the data into two classes as shown in Figure 3(a). It could be possible to apply a linear decision
boundary to nonlinear data conditions. The nonlinear data has to be transformed into a new linear space from
its original coordinate space. Thus, in the new coordinate space, the linear decision boundaries could separate
the sample data. LDA finds linear combination of features which separates two or more classes by determination
a subspace of lower dimension of the original data. Statistical measures, such as variance and mean, are used
to determine separability. LDA can also be derived from Bayesian rule by assigning a pattern with the maximal
probability by comparing the posterior probability of all classes. In other words, it is designed to maximize the
projected class means with minimization of the classes variance in that direction by fitting a Gaussian density
to each class having the assumption that all classes share the same covariance matrix.'?

LR models the conditional probability using logistic function based on the odds, and the values of the
independent variables. LR tries to minimize the negative log-likelihood of conditional probability via optimization
algorithms. It is designed to find cumulative logistic distribution by measuring the relationship between one
dependent, and one or more independent variables. RF method is based on the concept of decision trees as
shown in Figure 3(b). A decision tree represents patterns, and structures in the input data with hierarchical,
and sequential nodes that form tree-like structures.!” RF constructs many decision trees from a dataset, and
combines the results from all the trees to make predictions on classification or regression. SGD as a method
for unconstrained optimization problems, tries to learn a linear scoring by assigning weights, and intercept
parameter. The parameters would be found using minimizing the loss function. Employing SGD gives us more
degrees of freedom to choose different loss functions. Different loss function would lead us to different classifiers.'6

In this study, recursive feature elimination method as presented in Algorithm 1 along with five different
classifiers was employed to find the optimum ranking of the features extracted from mpMRI. By employing
recursive feature elimination, we can select features by recursively considering smaller and smaller sets of features
by training a classifier on the initial set of features, and weights.?° Then, features whose absolute weights are the
minimum are pruned from the current set features. By repeating this procedure the desired optimum number of
features with the maximum accuracy would be found. It should be noted that, the number of individuals in each
class was not equal. In better words, we were dealing with biased classification tasks. In this regard, 10-folds
cross-validations (CV) was employed to decrease the possibility of over-fitting the models. For each classifier,
the optimum number of features (ONF) is also reported. It should be noted that all the computing codes, and
analysis were written in R, and Python programming languages.?°

4. RESULTS & DISCUSSION

As discussed, the recursive feature elimination was applied for three different classes including: RCB score, RFS,
and DSS. In addition, the optimum number of features (ONF) for each class along with each algorithm was also
reported.
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Figure 4. Recursive feature elimination along with 10-folds cross-validation incorporating different classifiers to predict

RCB score.
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Figure 5. Recursive feature elimination along with 10-folds cross-validation incorporating different classifiers to predict
RFS.

Figure 4 presents the performance of the employed classifiers using recursive feature elimination algorithm
in terms of RCB score prediction. It should be noted that due to the unbalanced number of individuals in each
class, random predictions might happen. As seen in Figure 4 LR showed a reasonable prediction accuracy by
employing only two features in the training model. RF due to its ensemble nature has employed 13 features, and
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Figure 6. Recursive feature elimination along with 10-folds cross-validation incorporating different classifiers to predict
DSS.

showed a similar performance in terms of RCB score like SVM with 8 and LDA with 4 features. The performance
of SGD is quite interesting where the number of feature increased, the classification reached a stable point after
incorporating 4 features. The optimization process of SGD is clearly presented in Figure 4.

Figure 5 depicts the RFS prediction using different classifiers along with recursive feature elimination incor-
porating 10-folds cross-validation. As shown, the performance of SVM, LDA, and LR decreased through the
number of features. On the other hand, RF and SGD showed better performance as the number of features
increased. The interesting point is the turning point, where SGD, and RF started predicting with higher accu-
racy, while SVM, LDA, and LR started predicting with lower accuracy. This might be due to the over-fitting
of the models. These features (the best five) can be employed as the selected features group to be employed
in prediction of all the three classes RCB, RFS, and DSS to help radiologists to consider these features at the
beginning.

In addition to this, the prediction of DSS is shown in Figure 6. Based on the recursive feature elimination
along with 10-folds cross-validation accuracy, LR and SVM showed the highest classification accuracy. Similar
to RFS prediction, all the classification algorithms could predict DSS with a reasonable accuracy via employing
the best five features.

As discussed, we took a deeper look into the details of the features ranking for each of the prediction classes.
Then, five features which are most common in all three classes were chosen. These features are including 1-
mass internal enhancement characteristics, 2- mass shape, 3- mass margins, 4- tissue edema, and 5- T2 signal
intensity. The other question should be addressed here is that what classifier can be employed along with the
new features set? In this regard, we have employed five classifiers using 10-folds cross-validation along with the
new features set to predict RCB score, RFS, and DSS in all patients. Figure 7 illustrates the performance of the
classifiers as explained. As shown, based on the new features set, we have also reached a ranking based on the
classifiers performance. As expected, SGD has the lowest performance with the largest deviation in prediction
of all three classes, and Linear-SVM showed the best performance in all three classification tasks. By referring
to Figures 4, 5, and 6, it can be concluded that Linear-SVM has always employed about 8 or 9 features in the
classification tasks which is about 60% of the information of the features set. In this task, we have decreased
this share to even 35% of the information of the original feature set with 14 mpMRI features by including only
the best 5 features, and Linear-SVM outperformed the other classifiers. In this study, as we are dealing with
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Figure 7. The performance of the different classifiers in terms of 10-folds cross-validation accuracy with error-bars for
predicting RCB score, RFS, and DSS.

unbalanced classes in terms of the number of individuals in each class, employing the most stable classifier in
performance is vital. This choice along with incorporating 10-folds cross-validation would decrease the chance
of over-fitting drastically.

5. CONCLUSIONS

Early identification of non-responders is crucial for therapeutic decision making since these patients require an
aggressive treatment and ineffective and toxic chemotherapy agents should be avoided. Predicting the patholog-
ical response after NAC in breast cancer patients is crucial and quantitative computerized methods represent an
important step towards an accurate and effective breast cancer treatment. In our study, based on the prediction
results from a total of fourteen extracted mpMRI parameters the following conclusions are drawn:

1. It is shown with a very high accuracy that mass internal enhancement, mass shape, mass margins, tissue
edema, and T2 signal intensity are the most important parameters for all the three RCB score, RFS, and
DSS predictions.

2. Linear-SVM has shown the best and most stable performance and outperformed the other linear classifiers
including LR, LDA, SGD, and even RF with an ensemble-nature in prediction of all three classes.

3. It is shown that with even choosing the best five features based on the recursive feature elimination we can
still predict all three classes with a very reasonable accuracy and also low deviation from the mean values.

4. Tt is shown that the recursive feature elimination along with k-folds cross-validation can be a useful method
to be employed in radiomics with mpMRI using T2-weighted, DCE-MRI, and DWI for the early prediction
of pCR in breast cancer patients undergoing NAC.
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