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ABSTRACT

An important problem in modern therapeutics at the proteomic level remains to identify therapeutic targets in 
a plentitude of high-throughput data from experiments relevant to a variety of diseases. This paper presents 
the application of novel modern control concepts, such as pinning controllability and observability applied to 
the glioma cancer stem cells (GSCs) protein graph network with known and novel association to glioblastoma 
(GBM). The theoretical frameworks provides us with the minimal number of ”driver nodes”, which are necessary, 
and their location to determine the full control over the obtained graph network in order to provide a change 
in the network’s dynamics from an initial state (disease) to a desired state (non-disease). The achieved results 
will provide biochemists with techniques to identify more metabolic regions and biological pathways for complex 
diseases, to design and test novel therapeutic solutions.

Keywords: Graph theory, nonlinear dynamics, dynamic graph, pathway analysis and control, glioma cancer 
stem cells

1. INTRODUCTION

Tumor-initiation and maintenance in several cancers including glioblastoma may be driven by a small subset of 
cells, the so-called cancer stem cells (CSC). These cells may be refractory to radiation and chemotherapy, and 
thus have important implications for tumor biology and therapeutics. Therefore, knowledge of CSC signaling 
pathways responsible for maintenance of tumor stem cells may lead to novel therapeutic targets for successful 
cancer treatment.

Metabolomic, transcriptomic and phosphoproteomic measurements provide a wealth of information about the 
biochemical state of cells and play an increasing role to elucidate the mechanism and importance of novel 
therapeutics in cancer research and other lethal diseases. However, this detailed information does not automat-
ically provide a deep insight into how to use this acquired knowledge in reverse engineering and drug design. 
Therefore, it is very useful to determine the nodes in a network that offer us full access to control the dynam-ics of 
the network and represents ”key points” of external signals, which are applicable to networks, in order to change 
the dynamic status from an initial (disease) state into a final (disease-free) state. Other successful applied methods 
are based on novel exploratory combinatorial optimization algorithms, as an analytical tool for the interpretation 
of such large data sets in structural biology.1–3
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The goal of our paper is to determine the driver nodes in graph networks obtained from experimental data
in connection with glioma cancer stem cells (GSCs). We apply the algorithms developed in4 that are robust and
efficient for large-scale experiments and the design of novel therapeutic solutions for GSCs. We anticipate that
these algorithms will become a standard tool for biochemists to identify more metabolic regions and biological
pathways for complex diseases, such as brain cancer. The cellular mechanisms and experimental designs that
were the basis of the graph networks developed in5–7 are shown in Figure 1. This represents the most detailed
systems biology study of GSCs differentiation known so far.8, 9

Figure 1. Illustration of the cellular mechanisms and experimental designs of the GSCs.10

New control paradigms become imperative when analyzing and interpreting vast experimental data sets with
respect to developing novel therapeutics. Graph theory represents a powerful method to visualize and target in
combination with modern control theory relevant nodes in the resulting graph. Previously we applied it in the
form of static graph theory to show the differences in treatments in GSCs.5–7 Mathematically, graph networks
are defined as relations among a bounded set of nodes with the the typical data model being a graph G = (V,E)
with vertices V and edges E representing relations between the nodes. In addition to graph theory, the empirical
nature of the field imposes statistical approaches as a complementary tool. While static graphs give a snapshot
of a single representation, dynamic graphs describe the temporal evolution of relations among nodes as shown
in Figure 2.

2. DYNAMICAL CONTROL STRATEGIES

Network controllability is becoming an important area in molecular therapeutics. The current methods applicable
to manipulating signaling pathways are (1) partial mixed-valued control12 and (2) nonlinear dynamical graph

(a) (b)

Figure 2. Graph structures. (a) Graphs excel at hiding their structure. Graph clustering aims at revealing their structure.
(b) Time-dependent graph clustering. Three time steps of a dynamic graph: smooth dynamic clustering and cluster
tracking over time (gray arrows).11
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theory to determine driver nodes in networks or reach a consensus.4, 13

Traditional quantitative or semi-quantitative studies are not sufficient to understand the dynamic properties
of biological networks and to quantitatively predict suitable targets that would alter the responses of the graph
networks for therapeutic purposes. To control these dynamic models to achieve desired therapeutic responses,
novel concepts from modern control theory can be employed.

2.1 Consensus Dynamics, Pinning Control, and Driver Nodes in Complex Networks

The most intriguing question when analyzing a dynamic graph network is the role of each node. To reach
therapeutic efficacy we need to ”drive” a regulatory network from an existing disease-state to an optimal disease-
free state. The complexity of the networks poses many limitations to traditional analysis tools:14 (1) most graph
networks are directed, (2) the size of the network does not allow testing of several combinations to determine
driver nodes, and (3) the weights between nodes are not equal and time-dependent. Modern control theory4, 13

provides many tools to control such a network and thus successfully implement a therapeutic strategy. In the
parlance of control theory, tools are described that are able to identify the set of driver nodes and thus guide the
network’s entire dynamics.

We introduce a weighted directed graph G = (V,E,A) of order N that has a set of nodes V = {v1, · · · , vN},
a set of directed edges E ⊆ V × V , and a weighted adjacent matrix A = (aij)N×N . The Laplacian matrix
L = (Lij)N×N of the graph is defined as Lij = −aij for i 6= j, with i, j ∈ {1, · · · , N} and Lii = kini for

i ∈ {1, · · · , N}, and kini =
∑N

j=1,i6=j Gij , represents the sum of all afferent edges. It’s evident that
∑N

j=1 Lij = 0
for all i = 1, 2, · · · , N .

We define the consensus problem as a modality to reach an agreement between a group of autonomous agents,
in our case the nodes, when these change dynamically.

Mathematically, the consensus protocol in a multi-node system is defined as:

ẋi(t) =
∑

j 6=i

aij(xj(t)− xi(t)) = −

N
∑

j=1

Lijxj(t) (1)

where xi(t) ∈ Rn is the state of the node. L = L(t) is a time-varying matrix when the graph network topology
changes over time.

Assuming that the dynamics of the node is nonlinear,15 then the state equation becomes

ẋi(t) = f(xi(t))− c

N
∑

j=1

LijΓxj(t) (2)

with f() ∈ Rn representing the nonlinearity, c the coupling strength, and Γ = diag(γ1, · · · , γn) ∈ Rn×n being a
semi-positive definite diagonal matrix with γj > 0. If γj 6= 0 means that the nodes can communicate through
their jth state.

A desired trajectory to be reached by the system, corresponding to a therapeutical solution, is defined as

ṡ(t) = f(s(t)) (3)

where s(t) is an isolated equilibrium point. To achieve this equilibrium point, the new evolving equation becomes

ẏi(t) = f(xi(t)) − f(s(t))− c

N
∑

j=1

LijΓyj(t) (4)

where yi = xi − si. The pinning control strategy is to guide the network to the desired state s(t). The
controllability of the system is evaluated based on the algebraic connectivity. Measures derived from the smallest
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and largest eigenvalue of the connecting matrix are essential to determine the success of controllability. The
number of controlling nodes is smaller than the number of total nodes in the network and a direct control is
possible only at these nodes and then propagated to the rest of network through vertices.

The theoretical results in4, 13 have shown that: (a) nodes with low degrees should be pinned first and not
hubs, which are usually of high degree, and (b) the minimum number of nodes to be selected for control can be
theoretically determined. In large real-world networks, however, the detection of controlling regions becomes a
constrained optimization problem.16 These results are valid for both directed and undirected graphs.

2.2 Controllability of Complex Networks

In4 a different approach was proposed to study the controllability of complex networks.

The networks were modeled as a linear system

ẋt = Ax(t) +Bu(t) (5)

where x(t) ∈ RN is the state of the system, u(t) ∈ RM is the input, A is an N ×N state matrix, and B is an
M ×N input matrix.

The system described in equation 5 is said to be controllable if the controllability N × NM controllability
matrix C

C = (B,AB,A2B, · · · , AN−1B) (6)

has full rank, that is rank(C) = N .

However, to apply the above theory to a complex network means complete knowledge of the network’s weights,
which is for most real-world networks almost impossible. To overcome this problem, the number of driver nodes
was determined in4 based on the cavity method. This method computes the number of driver nodes over all
network realizations compatible with the input degree distribution. The main hypothesis is that the control of
the hubs is essential for the controllability of the network. Hubs are known in static graph theory as nodes of
high degree, which are important for structural integrity of network against failures.

The main result is that the number of driver nodes nD is determined mainly by the in/out node-degree
distribution. By employing the cavity method, a tool from statistical physics, the nD could be predicted from
the incoming and outgoing degree of distribution of a given node P (kin, kout) analytically. The determined
number is shown for the most common networks in Figure 3. It has been shown that in several real systems
(regulatory and neuronal) driver nodes tend to avoid hubs.

Summarizing, the most important findings are: (a) the denser a network, the fewer driver nodes are necessary
to control it, (b) sparse and heterogeneous networks require the most driver nodes, and (c) not every network is
controllable.

2.3 Observability of Complex Networks

Pinning observability in a neural network pertains to observing very few neurons such that the states of the other
neurons can be recovered. Differently from the widely known concept of pinning controllability, the dynamics of
the neurons can be heterogeneous. A connectivity network is a very complex large-scale network and therefore
impossible to observe all nodes for recovering the network by reaching synchronization between an original and
a newly constructed network. To achieve synchronization only a small number of nodes need to be observed in
order to recover the other states.

We consider in the following the general linear connectivity network equation describing the temporal evolu-
tion of the nodal states for the ith node of a N–node network is:

ẋi = −Aixi +
n
∑

j=1

djixj i = 1, ..., N (7)

Proc. of SPIE Vol. 10216  1021605-4
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 08 Apr 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



a c

Random regular Erd6s-Rényi Scale-free

%,'k 7(
4

u
Z N.

P(k) P(k) log[P(k)1

^

> .ril 11111.

k

>
k log(k)

a b c
Random Regular: Erdos-Renyi: Scale free:

degree homogeneous network heterogenous, heterogenous,
Poisson degree distribution power law degree distribution

nD ≈ e−k̄/2 nD ≈ e[−
1

2
(1− 1

γ−1
)k̄]

Figure 3. Network structure and number of driver nodes.4 nD represents the number of driver nodes, k̄ the average node
degree and γ is the degree exponent. Reprinted from4 with permission from Nature Publishing Group.

where xi = (xi1(t), · · · , xin(t))
T ∈ Rn is the state vector of the node i, Ai ∈ Rn is a matrix. dji represents an

edge connection parameter between the jth node and the ith node and is defined as the matrix D̄ = (dij).

Pinning observability is applied only to a small number of nodes l with 0 < l < 1, thus we obtained a pinning
observable network supposing these first l nodes are selected which is formulated mathematically as:

˜̇xi = −aix̃i +
n
∑

j=1

d̃jix̃j i = 1, ..., n (8)

where

ui = −di(x̃i(t)− xi(t)) 1, · · · , l (9)

are n-dimensional linear feedback controllers with the control gains di > 0, i = 1, · · · , l and di = 0 for the other
control gains, i = l + 1, · · · , N .

The theorem for pinning observability was given in17 and states:

Theorem 2.1. Let A = AT and L = D̃ = D̃T and we also assume that Γ is an N -dimensional identity matrix.
Assuming a scale-free network topology, the two networks (7) and (8) are globally synchronized if the following
condition is satisfied

A−D ⊗ In +K · D̃ ⊗ Γ < 0 (10)

Proc. of SPIE Vol. 10216  1021605-5
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 08 Apr 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



where A =

(

A1 · · · 0
0 · · · AN

)

, D =





d1 · · · 0 · · · 0
0 · · · dl · · · 0
0 · · · 0 · · · 0



, L = (lij)n×n and In being an n-dimensional identity

matrix.

As shown in,17 it is possible to show the number of nodes that can be observed. The following corollary gives
a condition to check for each node, whether it can be controlled or not, without involving the other nodes.

A very simple condition with a fixed constant c is given: if di = 0 and the condition given in the below
equation is satisfied for a node i, then the node may not be controlled. Otherwise, if this condition is not
satisfied for node i, then the node can be controlled.

Ξi(c) =





Ai − diIn + d̃iiIn + c
2

∑N
j=1,j 6=i d̃ijIn

√

∑N
j=1,i6=j |d̃ij |

√

∑N
j=1,i6=j |d̃ij | −2c



 < 0,

i = 1, 2, · · · , N

The above equation shows a simple modality to find the few nodes that have to be controlled such that
synchronization is reached.

3. UNDERSTANDING THE REGULATORY MECHANISM OF GSC AT THE
PROTEIN LEVEL

We apply the theoretical controllability and observability aspects to the network showing known and novel
proteins in a recently published GSC proteomics dataset.18 Ingenuity Pathway Analysis (IPA) was employed
to determine predicted upstream regulators. They identified symplekin (SYMPK) as a known protein, and in
addition, they identified novel putative upstream regulators interleukin-5 (IL5) and synoviolin (SYVN1).

The theoretical analysis of the IPA established protein network revealed in addition to this the following
insight: the controllability criterion states that there are at least two driver nodes and the observability theorem
depicts three nodes that can be controlled. These nodes are: SYVN1, SYMPK and galectin-1 (LGALS1). The
experimental results described in18 are here analyzed and the driver nodes are shown in Figure 4.

SYVN1 protects neurons from apoptosis and serves as a negative regulator of TP53 by sequestering it in
the cytoplasm, enabling its degradation. SYMPK is considered to be a useful target in the design of a novel
chemotherapy-based treatment strategy for GBM. LGALS1 is known to suppress the immune system based on
inducing the apoptosis of T-cells. At the same time, increased levels of LGALS1 at the tumor margin are linked
to invasivity.18 Thus being able to control those inputs of the protein connectivity network, a desired trajectory
in cancer therapeutics can be achieved.

4. CONCLUSION AND DISCUSSION

We have shown that many aspects of pinning controllability and observability of dynamical systems can be
applied analytically to the connectivity protein networks in glioma cancer stem cells (GSCs). Specifically, our
goals were to develop and implement control theory for networks as an alternative to traditional models, to
identify the nodes in a graph network that are relevant for controlling the dynamics of the network in order to
achieve a desired ”therapeutic trajectory”. We determined theoretically three important driver nodes that are
crucial in influencing apoptosis and resistance to chemotherapy. In summary, we have shown that by combining
graph network theory with control theory, we open new avenues to enhance our understanding of complex GSCs
systems.
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N=3 DRIVER NODES

Figure 4. Illustration of the protein connectivity network between known and novel regulators.18 The number of theoret-
ically determined driver nodes is 3. These are SYVN1, SYMPK, and galectin-1 (LGALS1). Figure adapted from.18
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