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ABSTRACT

We consider resting-state Functional Magnetic Resonance Imag-
ing (fMRI) of two classes of patients: one that took the drug N-
acetylcysteine (NAC) and the other one a placebo before and after a
smoking cessation treatment. Our goal was to classify the relapse in
nicotine-dependent patients as treatment or non-treatment based
on their fMRI scans. 80% accuracy was obtained using Independent
Component Analysis (ICA) along with Genetic Programming (GP)
classifier using High Performance Computing (HPC) which we con-
sider significant enough to suggest that there is a difference in the
resting-state fMRI images of a smoker that undergoes this smoking
cessation treatment compared to a smoker that receives a placebo.

CCS CONCEPTS

« Computing methodologies — Classification and regression
trees; Cross-validation; Feature selection; - Mathematics of com-
puting — Multivariate statistics;
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1 INTRODUCTION

Smoking cigarettes is the essential cause of preventable mortality
in the United States with around 50% of lifelong smokers dying
from illnesses such as heart disease, strokes and cancer [15]. In
addition to this, insomnia, tremors and quivering, lightheadedness,
high blood pressure, heart attack, and decreasing in bone density
are just a few symptoms that nicotine could cause [3]. Nicotine
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dependency released by tobacco makes people continue smoking
cigarettes [16][17]. Developing a cessation treatment [12] with a
compound that will reduce a patient’s dependency on nicotine
as well as the effects of withdrawal could help millions of people
quit a dangerous habit. One of these new potentially effective com-
pounds is N-acetylcysteine (NAC) [3][2]. NAC is a white, crystalline
compound of the derivative of the amino acid cysteine prodrug
[19]. NAC is FDA approved in the United States and has molecular
formula of C5HyNOsS and weight of 163.2 [11].

Previously, Genetic Programming (GP) [5] has been used widely
for automatic segmentation of 3D MRI data [7], fuzzy feature selec-
tion of fMRI data [6], and dynamic casual modeling of fMRI data
[9][18]. In this paper, a new approach for classifications, GP has
been applied to analyze data from a smoking cessation treatment,
where subjects took the drug NAC to reduce their nicotine depen-
dence while still being allowed to smoke in order to keep off the
effects of withdrawal. This is the preferred method as more people
are likely to try it if they do not have to quit smoking immediately.
The goal is to reduce the nicotine dependency to the point that it is
easier for the subject to stop. Functional Magnetic Resonance Imag-
ing (fMRI) is a set of noninvasive techniques for functional brain
mapping. Areas of high activity are defined to be those where more
oxygen-rich blood is flowing [14][13] and the fMRI is able to map
these areas. In this study, we have compared some machine learning
algorithms with GP to classify the subjects based on whether or not
they underwent the treatment. It should be noted that the accuracy
of classification will rely heavily on how the data is reduced.

Anatomical Functional

Figure 1: Anatomical and functional MRI data.
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2 SUBJECTS & DATA ACQUISITION

The main goal of this study is to determinate whether or not the
drug NAC would decrease nicotine dependency. In this regard,
19 heavy smokers who wanted to quit, took the drug NAC and
the other 20 subjects have taken a placebo for two weeks. Then,
anatomical and functional scans of their brains have been taken at
baseline, and after 2 weeks of NAC treatment. Then, the relapse data
are assessed at 6 months past NAC treatment. The treatment study
has happened at Amsterdam Center for Addiction and Research.
The Amsterdam Addiction Center is equipped with the 3.0 T Intera
MRI scanner (Philips Health care, Best, The Netherlands) with a
SENSE eight-channel receiver head coil to obtain MRI data. Figure
1 shows the anatomical and functional MRI slices of the brain of a
subject. Success over determination of the patients based on fMRI
scans would help us to predict relapse and also designing wearable
devices to monitor the vital elements of the smokers [10].

3 DATA PRE-PROCESSING

We are given the fMRI data in 4-dimensional spatio-temporal NIFTI
(Neuroimaging Informatics Technology Initiative) format. The data
contains subject-dependent artifacts due to the long process of the
scans, possible movements of the subjects, and physiological noise.
The fMRI data analyzing pipeline is made using a combination
of Statistical Parametric Mapping (SPM12) and FMRIB Software
Library (FSL) to increase the BOLD contrast to noise. Data pre-
processing phase contains motion correction, slice timing correc-
tion, segmentation, realignment, normalization, smoothing, and
co-registration. Figure 2 demonstrates the raw and pre-processed
data.

Figure 2: Raw and pre-processed fMRI data.

4 DATA REDUCTIONS

Dealing with a big data problem with 94,720,000 features, with avail-
able computational equipment will be computationally expensive
and inaccurate. After applying voxel selection scheme, the size of
the feature matrix has been reduced to 39 x 94, 720 which is still
a huge number for feature vector for classification. Here, ICA and
PCA have been employed for data reduction to find the feature
vector to feed the classifier [20], as we increase the numbers of
components, the correlation decreases.
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Figure 3: Correlation matrix for ICA.
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Figure 4: Correlation matrix for PCA.

5 CLASSIFICATION

In this paper, we have compared four different machine learning
algorithms with GP. Naive Bayes (NB) with Bernoulli and Gauss-
ian distribution, Logistic Regression (LR), third-Nearest Neighbors
(KNN, K=3), and GP have been employed as classifiers.

GP has played the role of the main classifier due to the selection
of designs applies on fitness measurement phase. GP has been
formulated as a symbolic optimization technique originally based
on functional programming language as an evolutionary method
to use computer programs for solving a problem following the
principle of Darwinian natural selection [4]. We have employed the
fitness function during evolution to have the most efficient guided
GP.

Number of patients classified correctly

Fitness =
Number of patients used for training

In addition to this, to find the best mathematical formula, a Crossover
operator, Subtree Mutations, Point Mutation, Hoist Mutation, and
Reproduction operators have been employed in the GP model. Based
on the termination criteria, leave-one-out cross validation has been
applied and classification accuracy has been used as the output. The
parameters setting used in GP classifier would be found in Table 1.
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Table 1: Parameters setting for GP classifier. GP Evolution with Different Numbers of ICs

1.0
Parameter Setting
Population Size 2000 0.9
Number of Generations 13000
Hall of Fame 500 o
Tournament Size 50 ’
P Crossover 0.9 a
P Subtree Mutation 0.01 g 0.7
P Hoist Mutation 0.01 E
P Point Mutation 0.01 0.6
P Point Replace 0.05
Function Set add, sub, mul, div, log, neg, inv, abs
Parsimony Coefficient 0.0005 05
Max Samples 0.9 ; - >
Random State 0 0.4 Number of Generations
107 107 10 10 107
Number of Jobs 3 Number of Generations
Figure 5: GP evolution with different numbers of ICs.
6 RESULTS Table 3: Classification accuracy for different numbers of
A GP model with 13000 generations and 2000 populations for clas- PCs.
sifications task with two major data reduction methods, namely
ICA and PCA has been developed in Python [8] [1]. Hall of fame PC LR Bernoulli NB | Gaussian NB | KNN GP
has been set to 500 with tournament size of 50. The GP model has 5 | 61.53% 58.97% 46.15% 61.53% | 64.10%
been paralleled with three nodes on HPC. For each data reduction 10 | 46.15% 51.28% 43.58% 61.53% | 64.10%
scheme, best fitness and average length through generations for 15 | 53.84% 61.53% 43.58% 58.97% | 68.71%

different numbers of components have been reported. The axes
have been chosen in logarithmic scale. Classification accuracy of
GP classifier has been compared with some machine learning algo-

rithms, namely LR, Gaussian NB, Bernoulli NB, and 3rd NN for ICA 1.0 GP Evolution with Different Numbers of PCs
and PCA. The classification accuracy for all the classifiers could be 5 PC
found in Tables 2 and 3. — 10PC

Figure 5 shows the GP evolution with ICA. It is obvious that by 09 — 15 PC

increasing the number of IC, the average fitness has been increased
too. It should be noted that the average length used in the GP
model has been decreased for higher numbers of components. That
brought us the best classification accuracy with 15 numbers of ICs
with average length of 70.

This trend can be seen in Figure 6 where we have presented the
GP evolution for different numbers of PCs. The best fitness is also
related to 15 components but with 100 as the average length of the
GP model. That would be the reason to have lower accuracy than
ICA model.
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Table 2: Classification accuracy for different numbers of ICs.
Figure 6: GP evolution with different numbers of PCs.

IC LR Bernoulli NB | Gaussian NB | KNN GP

5 | 38.46% 66.66% 41.02% 61.53% | 68.71% The best classification accuracy has been found using 15 IC as
10 | 35.89% 38.46% 48.71% 61.53% | 64.10% we can see in the Table 2 for GP. On the other hand, for 5, and 10
15 | 38.46% 48.71% 41.02% 51.28% | 79.48% IC, the GP model struggles with increasing the depth of the model

to increase the fitness factor. It should be noted that the average
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lengths for 5 and 10 IC are around 100-110. Looking closer, clas-
sification accuracy for the two different data reduction methods
might change significantly for a different number of components.
Especially, the classification error which differs with data distri-
bution for each method. In addition to this, as we increased the
numbers of components, the length of the GP model decreased.
On the other hand, by having 13000 numbers of generations, the
fitness fluctuates around a constant number. The phenomenon is
more obvious for the length of the model too. This could be fixed by
decreasing the number of generations or tweaking the GP operators
which demands employing optimizations algorithms.

7 CONCLUSIONS

We have compared an evolutionary approach, Genetic Program-
ming model, with multivariate machine learning methods along
with ICA and PCA to conduct analyses on high activity regions in
the limbic system of the fMRI data. Due to the power of GP methods
in classifications and flexible heuristic techniques, GP outperformed
the other methods. The best classification accuracy (80%) has been
found using GP model along with ICA with 15 numbers of inde-
pendent components. This result suggests that there is a difference
in the resting-state fMRI images of a smoker that undergoes the
smoking cessation treatment compared to a smoker that receives a
placebo.
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